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✤ Geophysical & seismological numerical codes require 
highly intensive computations,

✤ Parallel algorithms & parallel machines are needed,
✤ Multicore (CPU clusters) & Many-core (GPUs) 

machines are available,
✤ Today desktops & laptops are both  Multi- & Many-core 

machines that must be exploited,
✤ Parallel thinking & programming is required,
✤ Main principles will be reviewed, tutorials will be given 

with a hands-on approach in order to improve the 
individual programming skill.
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✤ SUPERMICRO SuperServer                                          
7046GT-TRF (GPU ready),

✤ 2 x Intel® Xeon® 5600 processors (6 core) for a total of 24 
parallel threads,

✤ 2 x NVIDIA Tesla C2050 (Fermi architecture) for a total of 
896 CUDA Cores  and 6 GB dedicated memory,

✤ 1.03 Tflops (single precision) peak performace, 

✤ 12 GB  1333MHz DDR3 ECC RDIM memory,

✤ 1 TB SAS Hard Disk.
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